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Abstract

A theoretical treatment of the effect of quantizatiggon the
determination of modulatiortransfer functions (MTF) of
digital acquisition devices is initially developed for an
noiseless system, when using sinusoidal targets.

The analytical work shows that a componeiie to
guantization exists in thmeasured MTRwhich increases as
the bitdepth of the quantizaticand the amplitude of the
input signal decreases. Arexpression to estimatehis
component fromparameters describirthe input signal and
guantizer is derived.

Modificationsare made taccount for quantization and

input signal noise, yielding new estimates of the component

for single measurements. The estimatese experimentally
tested using an analogue to digital converter (ADC).

Introduction

whereE(X)yax andE(X),y arethe maximumand mnimum
values of the signal [1].

When applied tahe input signal, amdealized uniform
quantizer may be represented by the following function:
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whereQ(X) is the signal after quantizati@nd d the bitdepth

of quantization2]. The quantizerwill acceptinput values
between zero ang,.. Int[ ] represents an integer truncation
function. Thedifference,r, in terms of linearnput units,
represented by each quantization level is calculated by:
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Figure 1 shows theffect ofthe describedquantization

function upon E(xX). Q(x) has been normalized by
multiplication with1 to lie in the same range &$x) and no

The purpose of quantization in digital image acquisitiorspatial sampling has taken place. Thantization function

systems is to map a continuous range of input intensities
a discrete set of output values which may be subsequently

19 non-linearbut stationary, thushere are no spatially
8ependeneffects inQ(x). Discontinuities in the output are

used indigital calculations. Representation of the input indue to the piecewise continuous nature of the function. This

this manner introduces a quantization errtre difference
betweenthe originaland quantizegignal. Thequantization
error will cause a change ithe measured MTF of the
system in question.

A difficulty which exists when performing component
analysis upon digital acquisiticstevices isthe separation of
the effects of sampling from quantization. Mosinodels
consider the changmaade to acontinuous input signadfter
being sampled and quantized. The purpogtisf work is to
estimate the variation inmeasured MFs due to the
guantization process in isolation.

Theoretical Method

A continuous sinusoidal inpug(x), may bedescribed by,
E(x)=a + b cos(2tux), wherea is averagesignal, b the
amplitude, w the spatialfrequency andk distance[1]. The
modulation of the signaM,, is given by:

_ EC)max ~Emin
E(X)max + E(X)max

MIN
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lack of spatial dependencyisolates the effect of the
guantization process fronthat of sampling. Thiswork
assumes that the MTF of the ADC is negligiloieer the
utilized bandwith.

Quantized Signal Modulation
The modulation of thequantized signal may be
calculated in a similar manner to that of the input:

- Q(X) max = QX min
© 7 QM) wax + Q) win (4)

whereQ(X)yax and Q(X)yn arethe maximumand mnimum
values of the quantized signal.

For a given bitdepth, the output modulation may be
plotted with respect to input signal amplitude or magmut
signal level, Figures &and 3. The input signal aplitude
andmean levelare expressed as a percentagehef input
range of the ADClyax.

The modulation of theuantizedsignal may beseen to
be differentfrom that of the inputand displaysreasonably
complex behaviour. It is shown in botlaseshe quantized
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signal modulation oscillates about that of the input. Th&uantized Signal Modulation Bounds

frequency andnagnitude of thesescillationsdependsupon
the bitdepth of the ADC used.

1T == Input Signal, E(x)
Quantized Signal, Q(x)

4 5 6
Distance (x)

The effect of quantization osignal modulation may be

judged from graphs such as Figures 2 and 3, givelinfhe

signal and quantization parametersThis, however, is
impractical in all but a minority of casesecausehe actual
quantizedsignal modulatiorchanges rapidlyvith respect to
input signal amplitude and mean level. Thus, a sof@hge
in input parameters may yield a largeange inthe estimate
of the effect caused byquantization. It may also be
reasonably assumetat the signal modulatioreaching the
quantization stage of an aging device is difficult to
estimateaccuratelydue toits modification by the optical
image forming, spatial sampling and amplification stages.
A better method is to estimate maximum, rather

than actual,effect that quantization mayhave upon the

signal modulation. This isbased upon the maximum
quantization error and effectively calculates an envelope
containing the quantized signal modulation function.

The quantization errorg, is clearly visible as the

Figure 1. A sinusoidal input signal of modulation 0.8 (a=0.5, b=difference between the input sigraidthe quantizedoutput,

0.4) and its corresponding output whequantizedusing 3bits.
The input range of the quantizer is normalized so thgtlL.
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Quantized Signal Modulation - 3 bits
Quantized Signal Modulation - 5 bits
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Figure 2. Input signal modulation and quantized signal

Figure 1, and may be defined:
e=E(X) -Q(x) ®)

For a perfect quantizer, it may be shown mh&gnitude
of £ doesnot exceed /2 [3]. Minimum quantizationerror
occurs whenthe input signalcoincides with an ADC
decision level and is therefore zero. Given the possjlida-
tization error, theange ofvalues that theuantizedsignal,
Q(x), may take for a given value of the inpH{x), is:

! ]
—-——< < + —
E(x) 2-Q(X)-E(X) 2 ©)
To calculate thelescribedbounding envelopeQy.x and
Quin aresubstituted in Equation 4 by the extremes of the
above range. The upper and lower values of the envelope are
then found by rearranging the resulting formuae solving
to yield the maximumand mnimum functions. It isfound
that the upper and lower boundaries of the envetopthen

modulation versus mean input signal level. The amplitude of thd-igures 4 and 5):

input signal is constant at 20% of the input range of the ADC.
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Figure 3. Input signal modulationand quantizedsignal modu-
lation versus input signal amplitude. Thaean level of the
input signal is kept constant 80% of the inputange of the
ADC.
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_ E)max —~E(X)min +!
E(X)max + EX)min (7)

MQ,u

_ E)max —EX)min — !
E(X)max + EC)min (8)

QM\N

Given the input signal amplitude, ean level and
quantization bitdepth for atdeal quantizerthe quantized
signal modulationrwould be expected tofall between the
bounds of thecalculated envelope. This approach is
improved as it providedimits as to the maximum
magnitude of the quantization effect for giveincumstances.
This simple calculation also enables a better estimate of the
significance of the quantization procegghin the examined
imaging system to be made.

In order to better understandthe magnitude of the
quantizationeffect on the input signal modulation, the
difference between the envelope bouaddthe input signal
modulation may be expressed as a ratio (or percentage) of the
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input signal modulationThesemodified upper and lower This result is significant as AM may be seen to be a

bounds AM,,,x andAM,,,, are calculated using: function ofb, d andl,,,x only. Thus, thepercentage change
expected inmodulation is onlydependenupon the input
range ofthe quantizer,the bitdepth of theuantizerand the

AMMAX=M amplitude of theinput signal. Figure 6 shows that the
Min (9) relative change inthe input signal modulatiomcreases as
the amplitude of thenput signaland the bitdepth of the
Mg, ~Min guantization decreases.

AMuin T My (10) The input signalamplitude necessary toeduce the
quantization effect to within a specified value may be
calculated by rearranging Equation 11 to yield

14 + —— Input Signal Modulation

Quantized Signal Modulation - 3 bits b= | I MAX |
Envelope Bounds |

Signal and Quantization Noise

The above isderivedfor a perfect system, which in
practice rarelyoccurs. The input signaand quantization
process will include noise, causing teffect of quantization
to be under-estimated for single measurements.effhet of
the noise in both cases may be includegi¢étd newbounds
for the quantized signal modulation.

Modulation

0 ' ' ' ' ‘ ! It is assumedhat noise present in thieput signal is
20% 30% 40% 0% 60% 70% 80% Gaussian distributedndergodic. A convenient way tdes-
Input Signal Average Level (% of ADC Input Range) cribe the variation in the input signal that tliv¢roduces is

. ) to use theo deviation of the intensity fluctuations, as 95%
Figure 4. The calculated envelope versus mean input sigwal of values will fall within these limits[4]. Thus, thiaput
for a 3_ bit ADC. Input signal amplitude is kept constant at 20%signal including noise may trepresented aE(x)i:ZG. The
of the input range of the ADC. 20 deviation describing the input signal noisernsluded in
Equation 6 in order to yield modified rangethat Q(x) may
take for giverE(x) with noise of variance, below:

127 —— Input Signal Modulation I [
""""" uantized Signal Modulation - 3 bits _ _
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Figure 5. The calculateenvelope versus inpuignal amplitude
for a 3 bit quantization stage. The mean level of the irgignal
is kept constant at 50% of the input range of the ADC. -130%

-100%

Modulation Change (%o Input Signal

T . . . . -200%% — Input Signal Mean Level (% of ADC Input Range)
For aspecifiedinput signaland quantization bitdepth

the percentageleviation fromthe input modulatiorcaused
by quantization would bexpected to bebetween these :
calculatedoounds. It may be shown that the magnitudes dPr 3: 4 and 5 bit ADCs.
AMy,x @and AM,, areequivalentandmay bedenotedAM.
This enables thexpected quantizesignal modulation to be
written asM,=AM. ExpandingAM it is found:

Figure 6. The calculateénvelopeversus input signal amplitude

The internal electronics of the quantizatidevice will
generatenoise. Thus, it is commopracticewhen purchas-
ing an ADC for the quantization bitdepth to hgioted in
| Tuax combination with arerror term for the device. The error
1227 -1)b (11) term is quoted as a fraction of the least significan{LisB).
Thus, an eight bit ADC may be describedddsts+ n LSB.
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The 8 bit ADC usessuccessive approximation to
digitize the signal and has a quoted errotdfLSB [5]. The

The LSB represents aingle quantizationlevel, thus the
errorterm may beconvertedinto linearinput units simply
by multiplication withi, becomingtni. Again, in a similar effective input range of the ADC waseasured ast1.31V.
manner to above, this term may ibeluded inEquation 12 The sampling rate achieved in comination with the

to calculate the range of values tligix) may take given an computer was=225 samplesper second. Therefore, by
input signal with noise of varianaeandaquantization stage maintaining thegeneratesginusoid at drequency of 10 Hz,
with noise oft ni: the effects of spatial sampling, such as aliasing, were

E(x)—20—n1—ésQ(x)s E(x)+20+ni +é (14)

minimized.
In order toperformcalculations, the inputange of the
ADC wasrepresented alying between Oand 2.62V, thus

Q(X)MAX andQ(X)MIN in Equation 4 are substituted for by IMAX:262 ThIS \{vas alsceﬂec.ted in_the calculation of the
the extreme limits of thenodified rangefor the real system ~ Maxima and minima of the sinusoids, the mean leebf

in a similarmanner to before. Theesulting equations are
solved to findthe maximumand minimum bounds of the
guantizedsignal modulation. Thealculatedbounds for the

which were represented as 1.31V.
For eachsinusoid, the input maximand minima,
E(X)uax and E(X)yn, Were calculatedusing the reasured

quantized signal modulation including the effects of noise a@mplitude,b. The input signal modulatiorV,y was also

then:

_ EX)max —E(X)min t40+1+2n

M
Quax E(X)max * E(X)min (15)
_ E®)wax —EX)min —40—1 =211
Quin E(X)MAX + E(X)MlN (16)

Thesemodified bounds,are greatethan for theideal

calculated.Using the quantization bitdepthd, the quoted
ADC error,n, and themeasured variance ¢iie input signal
noise, g, Equationsl5, 16, and 17 wereused to calculate
Maowax: Mawmin, and AM. The actual quantized signal
modulation wascalculated from the measured quantized
maximaand mnima, Q(X)ax and Q(X)u, recorded by the
computer.

Results
Figure 7 showameasured quantizesignal modulation

system, thus aincreaseccomponent in thenmeasured MTF  versus input signal amplitude for thlescribedsystem. Also
is predictedfor a given set of systenparameters. It is shownarethe envelope bound$/lqyax, Moun, calculated
possible as previously to express these limits as a ratio witlsing theabove theory for theystem in theoreticallideal

respect to the input signal modulation:

0o O mnl 0O 20
M = MAX 4+ max U, Le0

Ho2d -1)pH O2¢-10 Op a a7

As previously,AM is seemot to be a function o
The input signal amplitude necessary taeduce this
component to aequiredlevel may again bealculated by
rearranging and solving féx below:

~1-2n)Iyax +(@-2%)40]
2(AM -29 AM) |

il
| (18)

As the values ohi ando are fixedfor a specific ADC
and input signal, the minimureffect due toquantization in
the system is increased.

Experimental and Results

Sinusoidalwaves of varying amplitudand amean level of
zero volts were generatedising a Farnell LFM4wave
generator. Their amplitude waweasuredusing aHameg
HM203-7 oscilloscope. The varianae, of the input signal
noise wasestimatedusing the oscilloscopand recorded as
5.45mV.

The generatedignal wasfed into a simpleanalogue to
digital conversion circuit, consisting of a TLO@perational
amplifier and Ferantti ZN449E ADCI5]. Digitization was
controlledand data capturedsing the user port of a BBC
Micro model B computer[5]. Quantized maxima and
minima were recorded for each sinusoid.
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and noisy conditions. Figure 7 shows the eamured
percentage change tifie input signal modulatiomgainst
input signal amplitude included with the calculated bounds.

—— Input Modulation
""" Ideal Envelope
Envelope Including Noise
= Measured Modulation

01 7

0.08 T

0.06 T

0.04

Modulation

0.02 17 ux <

0 t 1 t 1
0% 1% 2% 3% 4% 5%
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Figure 7. Measuredjuantizedsignal modulation versusnput
signal amplitude for theFerantti ZN449E 8 bit ADCAIso
shown are the theoretical boundsalculatedfor an ideal and
noisy system.

The figures clearlyshow that achange in modulation
exists due to the quantization of theignal. It is evident
from Figure 8 that all measured points shown fall within the
calculatedtheoretical bounds for theystem when noise is
included and asignificant number within thebounds
predicted forthe ideal system. This suggests that timits
provided by the above theory are reasonable.
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As the 20 variance is used to descriiee input signal
noise, 5% of the noise valueme excludedfrom the
description. Thisleads to aslight chancethat aquantized
signal modulation value will falbutside of thecalculated
limits. This was not the case in this experiment.

Figure 8 shows that thgercentage change the input
signal modulationincreases ashe input signalamplitude
decreases. This agrees with the trpretlicted bythe theory.
Significantly this will lead to anincrease in errofor high
frequenciesvhen using sinusoidal targets noeasure MTF.
This is due to thelecreasednodulation of thosdrequencies
by components prior to the quantization stage.

Envelope Including Noise
Envelope - Ideal Case
»  Measured Percentage Change in Modulation

300% T

250% T

dulation

200% 1

in Mo

150% T

Change

100% 1

50%

Percentage

0% : 7 :
0% 39 G
-5006

%%
Input Amplitude (% ADC Input Range)

Figure 8. Percentage change in thaput signal modulation
versus input signal amplitude for the 8 bit ADC. Theoretical

bounds calculated for an ideal and noisy system are also showné.1

Conclusions

A theoretical study habeenperformedupon theeffect of

guantization on modulation transfer function measurement in

the absence ofpatial samplingeffects. The workclearly
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shows thatthere is a non-linear component ineasured
MTFs attributable to thejuantization process wharsing

sinusoidal test targets. This component is shown to be

complex in nature, varying withespect tathe input signal
amplitude and quantization bitdepth. Theeneral trend of
this component is tancrease ashe quantizatiorbitdepth
and input signal amplitude decrease.

Formulaehave beerderived to calculate an envelope
which predicts the bounds of thequantized signal
modulation, given the input signabnd quantization
parameters, forideal and noisy systems.Experimental
resultscorrelatewell with the theoretical work suggesting
validity of the description within the constraints given.
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